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Abstract
We present a new graphics processing unit implementation of two second-order numerical schemes of the shallow
water equations on Cartesian grids. Previous implementations are not fast enough to evaluate multiple scenarios for a
robust, uncertainty-aware decision support. To tackle this, we exploit the capabilities of the NVIDIA Kepler architecture.
We implement a scheme developed by Kurganov and Petrova (KP07) and a newer, improved version by Horváth et al.
(HWP14). The KP07 scheme is simpler but suffers from incorrect high velocities along the wet/dry boundaries, resulting
in small time steps and long simulation runtimes. The HWP14 scheme resolves this problem but comprises a more com-
plex algorithm. Previous work has shown that HWP14 has the potential to outperform KP07, but no practical imple-
mentation has been provided. The novel shuffle-based implementation of HWP14 presented here takes advantage of its
accuracy and performance capabilities for real-world usage. The correctness and performance are validated on real-
world scenarios.
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1. Introduction

Flood risk assessment is of key importance in minimiz-
ing damages and economical losses caused by flood
events. These are challenging to predict due to non-
linear interactions between driving processes (Perdigão
and Blöschl, 2014). The first step in flood risk studies is
the identification of flood prone areas (EU, 2007). This
requires the implementation of hydrodynamic models
that enable one to quantify the evolution of a flood
and its hydraulic representative variables, for example,
water level and velocity.

The shallow water equations (SWEs) are capable of
modeling many flood phenomena such as levee
breaches, flood plain inundations, tsunamis, dam
breaks, or river flows in both rural and urban areas.
Our primary interest is in decision-making systems,
where we evaluate many scenarios and select the solu-
tion with the best outcome (Waser et al., 2014).
Modern approaches allow the user to evaluate the
uncertainties of the parameters considered in the simu-
lation, requiring the simulation of many different sce-
narios, which is usually computationally expensive.
Therefore, simulation runs have to be as fast as possi-
ble to reduce the overall time of finding the best
solution.

The SWEs are a set of hyperbolic partial differential
equations, described by the Saint-Venant system, where
the fluid motion is introduced by the gravitational
acceleration. They are derived from depth, integrating
the Navier–Stokes equations and represent wave pro-
pagation with a horizontal length scale much greater
than the vertical length scale.

In this article, we focus on schemes that are defined
on Cartesian grids and present a new implementation
of two shallow water schemes which are both able to
handle ‘‘dry lake’’ and ‘‘lake at rest’’ steady-state solu-
tions. We discuss how to exploit the capabilities of
modern graphics processing units (GPUs) using the
CUDA programming model. We focus on the
NVIDIA Kepler architecture and its newest features to
achieve peak performance. We build upon the schemes
of Kurganov and Petrova (2007) (KP07) and
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Zsolt Horváth, Vienna University of Technology, A-1040 Vienna,

Karlsplatz 13/222, Austria.

Email: zhorvath@vrvis.at

 by guest on February 16, 2016hpc.sagepub.comDownloaded from 

http://hpc.sagepub.com/


Horváth et al. (2014) (HWP14), which improve the for-
mer by avoiding spurious high velocities at the dry/wet
boundaries. The HWP14 scheme is more complex, and
hence it requires more GPU resources. Nevertheless,
previous work has shown that the HWP14 scheme has
the potential to outperform KP07, since it can use lon-
ger time step sizes (Horváth et al., 2014). Until now, no
implementation has been given to exploit this potential
in practice. To accomplish this, we present a new imple-
mentation based on recent advancements in the GPU
technology. In summary, this article contributes the
following:

� a new implementation of the HWP14 scheme that
outperforms the less accurate KP07 scheme,

� exploitation of the Kepler shuffle instructions that
allows for an increased GPU occupancy and
speedup by requiring less shared memory and less
explicit block synchronizations, and

� extensive performance benchmarks of the imple-
mented schemes and validation against real-world
scenarios.

2. Related work

In the numerical treatment of the SWE, the spatial
domain is discretized. For this purpose, one can use an
unstructured mesh or a structured mesh (Cartesian).
Unstructured meshes have demonstrated good proper-
ties for the simulation of rainfall/runoff events (Lacasta
et al., 2015). Since cells do not establish preferential
directions, this type reduces the mesh influence on the
numerical results. Also, it is easy to adapt unstructured
cells to capture local structures. The disadvantage of
using unstructured meshes on the GPU is related to the
mesh disorder, which makes it expensive to load and
share data between threads (Lacasta et al., 2014).
Structured meshes have proved suitable for GPU com-
putations (Brodtkorb et al., 2012). Indeed, the GPUs
have been optimized for memory access when Cartesian
grids are used. The main advantage of structured
meshes is the inherent order existent in their creation.
On Cartesian grids, every cell knows its neighbors
implicitly, no information on the topography is needed
to maintain data dependencies. To overcome the limita-
tion regarding capturing local structures, adaptive mesh
refinement (AMR) (Sætra et al., 2014) or the cut cell
approach (Causon et al., 2001) can be used.

Explicit numerical schemes are well suited for paral-
lel execution on the GPU to solve hyperbolic partial dif-
ferential equations (Brandvik and Pullan, 2008; Hagen
et al., 2006; Klöckner et al., 2009; Wang et al., 2010).
Hagen et al. (2005) were among the first to deliver a
GPU solver for the SWEs based on the first-order Lax–
Friedrichs and the second-order central-upwind

schemes. They achieve a 15–30 times speedup compared
to an equivalently tuned CPU version. Lastra et al.
(2009) implement a first-order well-balanced finite vol-
ume solver for one-layer SWE using OpenGL and Cg
languages. Acuña and Aoki (2009) propose a multi-
GPU solution for tsunami simulations. They use over-
lapping kernels to compute the solution for x and y
directions concurrently. Liang et al. (2009) add a fric-
tion slope to the conservation of momentum to simulate
tsunami inundation using the MacCormack method.
De la Asunción et al. (2010, 2011) demonstrate solvers
for 1-D and 2-D SWE using the CUDA Toolkit. They
show that an optimized CUDA solver is faster than a
GPU version which is based on a graphics-specific lan-
guage. Brodtkorb et al. (2010) implement three second-
order schemes on the GPU. They discuss how single-
and double-precision arithmetics affect accuracy, effi-
ciency, scalability, and resource utilization. They show
that double precision is not necessary for the second-
order SWE (Brodtkorb et al., 2010). Their implementa-
tion demonstrates that all three schemes map very well
to the GPU hardware. Simulating real-world dam-
break scenarios, de la Asunción et al. (2013) and
Brodtkorb and Sætra (2012) report relevant computa-
tional speedups in comparison with sequential codes.
Moreover, Sætra and Brodtkorb use a multiple GPU
solver to tackle large domain simulations and reduce
both the memory footprint and the computational bur-
den using sparse computation and sparse memory
approaches. Sætra et al. (2014) are able to increase the
grid resolution locally for capturing complicated struc-
tures or steep gradients in the solution. They employ
AMR which recursively refines the grid in parts of the
domain. Vacondio et al. (2014) implement an implicit
local ghost cell approach that enables the discretization
of a broad spectrum of boundary conditions. They also
present an efficient block deactivation procedure in
order to increase the efficiency of the numerical scheme
in the presence of wetting–drying fronts.

3. Numerical schemes

In this section, we summarize the underlying numerical
theory of the implemented schemes. The hyperbolic
conservation law described by the 2-D SWEs of the
Saint-Venant system can be written as:
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where h represents the water height, hu is the discharge
along the x axis, hv is the discharge along the y axis
(Figure 1(a)), u and v are the average flow velocities, g
is the gravitational constant, B is the bathymetry, and
C is the Chézy friction coefficient. We use the relation
C = ð1=nÞ � hð1=6Þ, where n is Manning’s roughness
coefficient. Subscripts represent partial derivatives, that
is, Ut stands for ∂U=∂t.

In vector form, the system can be written as:

Ut +F U,Bð Þx +G U,Bð Þy =SB U,Bð Þ+Sf Uð Þ, ð2Þ

where U= h, hu, hv½ � is the vector of conserved vari-
ables, F and G are flux functions, SB and Sf represent
the bed slope and bed friction source terms,
respectively.

Herein, we focus on two numerical schemes, the first
one developed by Kurganov and Petrova (2007) and its
improved version developed by Horváth et al. (2014).
A good numerical scheme should be able to exactly pre-
serve both lake at rest and dry lake steady states and
their combinations. The methods that exactly preserve
these solutions are termed ‘‘well-balanced’’ (Bollermann
et al., 2013; Duran et al., 2013; Hou et al., 2013; Li
et al., 2013; Noelle et al., 2006; Russo, 2005; Xing and
Shu, 2005).

3.1 Kurganov–Petrova scheme (KP07)

The KP07 scheme is based on a 2-D central-upwind sec-
ond-order numerical scheme developed by Kurganov
and Petrova (2007). It allows for a discontinuous bathy-
metry and is more suitable for GPU implementation
than its predecessor. (Kurganov and Levy, 2002). To
avoid negative water heights h and preserve well-bal-
ancedness, the KP07 scheme changes from the variables
h, hu, hv½ � to w, hu, hv½ �, where w= h+B represents the
water surface (Figure 1(a)). Kurganov and Levy use a
non-oscillatory conservative piecewise linear recon-
struction of w, which is properly corrected near dry
areas, without switching to a reconstruction of h there.
The correction relies on the fact that the original

bottom function B is replaced with its continuous piece-
wise linear approximation. However, near dry areas
and at the dry–wet boundaries, the scheme can still cre-
ate large errors in the flux calculations, since the water
height can become very small or even 0. Due to
u= hu=h and v= hv=h, these computations may lead to
large errors in the partially flooded cells for small water
heights and they have a singularity at zero water height
h= 0ð Þ. To deal with this problem, Kurganov and Levy
use the following desingularization:
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ð3Þ

where e is a small apriori chosen positive number. This
has a dampening effect on the velocities as the water
height approaches 0. Determining a proper value for e
is a difficult task. High values lead to large errors in the
simulation results, while low values give small time
steps. There is one more problem related to the par-
tially flooded cells. A correction to the reconstruction
has to be applied. This correction solves the positivity
problem and guarantees that all water heights are non-
negative. However, at the partially flooded cells, it can
lead to large errors for small water heights and the flow
velocity will grow smoothly in these formerly dry areas,
since the correction is not well-balanced there. High
velocities in the domain cause small time steps, thus
poor performance of the scheme and slower simulation.
Another issue related to this correction is that the water
climbs up on the shores at the dry/wet boundaries.
Finally, if a cell becomes wet, it will almost never be
completely dry again.

3.2 Horváth–Waser–Perdigão scheme (HWP14)

The HWP14 scheme is an improved version of the
KP07 scheme. It introduces a new reconstruction and
the draining time step technique (DTST) to restore the
well-balancedness for the partially flooded cells. This
scheme is well-balanced, positivity preserving, and

Figure 1. Schematic view of a shallow water flow, definition of the variables, and flux computation. (a) Continuous variables. (b)
The conserved variables U are discretized as cell averages �Uj, k. The bathymetry function B is approximated at cell interface
midpoints. (c) Slopes of the water surface Uxð Þj, k are reconstructed using the minmod flux limiter. (d) Left- and right-sided point
values are computed at cell interface midpoints. The red circle indicates that a negative water height is computed. Since water
heights cannot be negative, they are corrected before the flux computation. (e) Fluxes are computed using the central-upwind flux
function at the cell center interfaces.
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handles dry states. The latter is ensured using the
DTST in the time integration process, which guaran-
tees nonnegative water depths. Unlike the KP07
scheme, the new technique does not generate high velo-
cities at the dry–wet boundaries, which are responsible
for small time step sizes and slow simulation runs. The
new scheme preserves lake at rest steady states and
guarantees the positivity of the computed fluid depth in
the partially flooded cells. Due to the new reconstruc-
tion procedure, this scheme has some additional com-
putations compared to the KP07, and thus it is
computationally more expensive. It detects partially
flooded cells and computes a new waterline for them.
This information is used to reconstruct proper point
values at the cell interfaces and to ensure well-balanc-
edness. It reduces the nonphysical high velocities at the
dry–wet boundaries and allows for longer time steps
that result in shorter simulation runtimes.

3.3 Spatial discretization

The same spatial discretization is applied to both
schemes on a uniform grid (Figure 2), where the con-
served variables U are defined as cell averages
(Figure 1(b)). The bathymetry is given as a piecewise
bilinear surface defined by the values at the cell ver-
tices. The fluxes are computed at the integration points,
that is, at the midpoints of the cell interfaces. The
central-upwind semi-discretization of equation (1) can

be written down as the following system of time-depen-
dent, ordinary differential equations (ODEs):

d
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where Uj61=2, k and Uj, k61=2 are the reconstructed point
values at the cell interface midpoints.

In order to compute the fluxes F and G across the
cell interfaces, we start with reconstructing the water
surface. A planar surface is computed for each cell
using the cell averages �U and a piecewise bilinear
approximation, which determines the slope of the water
in the cells (Figure 1(c)). This slope reconstruction is
performed using the generalized minmod flux limiter:

Udð Þj, k =minmod ub, c, ufð Þ, ð5Þ

where Udð Þj, k are the derivatives of the conserved
variables in x or y direction, b, c, and f are the back-
ward, central, and forward difference approximations
of the derivative, respectively, that is, the slope of the
water surface within cell Cj, k . The parameter u 2 ½1, 2�
is used to control the numerical viscosity of the scheme.
Here we use u= 1:3 as suggested by Kurganov and
Levy (2002). The index symbol d indicates the direction
of the derivation, which can be x or y in our case. The
minmod flux limiter is defined as:

minmod z1, z2, z3ð Þ
minj zj

� �
, if zj.0 8j,

maxj zj

� �
, if zj\0 8j,

0, otherwise

8<
: ð6Þ

and is applied in a componentwise manner to all three
elements �w, �hu, �hv

	 

of the vector �U.

In general, the slope reconstruction produces nega-
tive water heights h at the integration points in the par-
tially flooded cells. If the water height becomes
negative, the computation breaks down since the eigen-
values of the system are u6

ffiffiffiffiffi
gh
p

and v6
ffiffiffiffiffi
gh
p

. Hence,
these values have to be corrected while maintaining
mass conservation. The KP07 correction solves the
positivity problem by raising and lowering the water
level at the left and right side of the cell according to
the bathymetry function. This guarantees that all water
heights are nonnegative. However, this violates the
well-balancedness of the scheme at the dry/wet bound-
ary causing high velocities to appear. The HWP14
scheme uses a more complex correction, which pre-
serves the well-balancedness and reduces the spurious
velocities. The slope reconstruction is followed by the
point value computation. For every cell interface at the
integration points, point values are reconstructed

Figure 2. Two-dimensional grid-based representation of the
discretized variables of the shallow water equations. Cell
averages �Uj, k are defined at cell centers (blue dots). Green dots
indicate the sampling points of the bathymetry function B.
Brown dots indicate the approximated values of the bathymetry
function at the cell interface midpoints (Horváth et al., 2014).
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(Figure 1(d)). Each cell interface has two point values,
one from the cell on the left and one from the right.
Based on these point values, we compute the fluxes
using the central-upwind flux function (Figure 1(e)). In
order to do so, we need to calculate the local speed val-
ues u= hu=h and v= hv=h at the integration points.
This leads to large errors as the water height h

approaches 0 and can produce high velocities and
instabilities. Since the time step size is calculated using
the maximum velocity component in equation (8), it is
also affected by this problem. To reduce the effect of
these high velocities, we have to apply the desingulari-
zation as in equation (3). Finally, we compute the bed
slope source term SB and the friction source term Sf .

3.4 Temporal discretization

We have discussed the spatial reconstruction of the
point values and the flux computation. In the follow-
ing, we continue with the time-quadrature for the fluxes
applied to both schemes. We discretize the semi-discrete
scheme (equation (1)) in time and advance by Dt using
a standard second-order accurate total variation dimin-
ishing Runge-Kutta scheme (Gottlieb and Shu, 1988;
Shu, 1988):
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ð7Þ

where Dt is the time step. In order to keep the numeri-
cal integration stable, the time step size is limited by the
Courant–Friedrichs–Lewy (CFL) condition (Courant
et al., 1967; Gottlieb and Tadmor, 1991; Kurganov and
Petrova, 2007):

Dt� 1

4
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maxO u6
ffiffiffiffiffi
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ð Þ ,
Dy

maxO v6
ffiffiffiffiffi
gh
p

ð Þ

� �
, ð8Þ

where O represents the whole simulation domain.
Replacing the second-order Runge-Kutta scheme

with the first-order Euler scheme, the time integration
in equation (6) reduces to:
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n
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We note that the HWP14 scheme applies a different
time step computation for the partially flooded cells. It
is based on the flux divergence of these cells. For more
details on the draining time step computation, we refer
the reader to the related work by Horváth et al. (2014).

4. GPUs and the CUDA platform

In this section, we introduce the concepts of the CUDA
programming model which are most relevant for our
implementation of the aforementioned schemes. We
discuss performance and memory considerations from
the perspective of our flux computation kernel, which is
by far the most time-consuming and resource-intensive
computational step in our algorithm.

On a GPU, parallel tasks are called threads. These
are scheduled and executed simultaneously in groups
referred to as warps. One warp contains 32 threads,
which is the number of threads effectively processed in
parallel by one CUDA streaming multiprocessor
(SMM). GPUs have many SMMs, for example, a
GeForce Titan has 14 SMMs running in parallel to
increase the effective parallelism. Furthermore, threads
are organized into larger structures called blocks, and
blocks are organized into grids.(Wilt, 2013).

4.1 Memory usage

Understanding the CUDA memory model is often the
key to achieving high performance on an NVIDIA
GPU. The model consists of different regions with vary-
ing scopes, latencies and bandwidths. All threads have
access to the same global memory. Shared memory is
visible to all threads within a block with the same life
time as the block. Each thread has its private registers
and local memory.

Global memory resides in the device memory, which
is the slowest, but the largest one. It is allocated and
freed by the programmer. The device memory is
accessed via 32, 64, or 128 byte memory transactions.
These memory transactions must be aligned. Only the
32, 64, or 128 byte segments of device memory, all of
them of the same size, can be read or written by mem-
ory transactions. In our implementation, we use a
structure of 1-D arrays (SoA) to store elements of a
vector, instead of using an array of structures, since
performance is significantly affected by memory access
patterns (Cook, 2012; NVIDIA Corporation, 2015;
Wilt, 2013). Therefore, when using SoA, all threads in
a warp access the same relative address when loading
and storing the same element of a vector.

Local memory is often mentioned as virtual memory.
It is allocated by the compiler, for example, if one uses
large structures or an array that would consume too
much register space. It resides in the global memory,
and it is cached in L1 and L2 caches. If done right, one
can use local memory to avoid costly memory transfers,
but if the caches are overused and data are often
evicted, the memory traffic and instruction count will
be increased with a negative effect on the performance.
Therefore, it is always necessary to profile the applica-
tion. The best practice is to avoid the usage of the local
memory whenever possible.

Horváth et al. 5
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In this work, we focus on the on-chip memory, that
is, registers and shared memory. Shared memory has
much higher bandwidth and much lower latency than
the local or the global memory. To achieve high band-
width, it is divided into equally sized memory modules,
called banks, which can be accessed simultaneously by
the threads. On the Kepler architecture, the shared
memory has 48 KB, and it is organized into 32 banks.
However, if two threads in a warp access different
memory from the same bank, a bank conflict occurs,
and the access is serialized. To get maximum perfor-
mance, we have to minimize these bank conflicts. In
our flux kernel, we store temporal variables in shared
memory using 2-D arrays. Bank conflicts can happen
when accessing elements in the y direction, but not in
the x direction. To circumvent this, we allocate arrays
of blocksize� blocksize+ 1ð Þ. By adding a padding ele-
ment of 1, we avoid the bank conflicts.

With the introduction of the Kepler shuffle instruc-
tions, programmers have been provided with a new
memory feature to increase performance. As a faster
alternative to shared memory, the Kepler shuffle can be
used to efficiently share values between threads in a
warp-synchronous manner. On earlier hardware, this
could only be done using shared memory. This involved
writing data to the shared memory, synchronizing
threads, and then reading the data back from the shared
memory. The Kepler shuffle enables a thread to directly
read a register from another thread in the same warp.
This allows threads in a warp to collectively exchange
or broadcast data. In our case, every warp is split into
two rows of 16 grid cells (Figure 3). The shuffle up
instruction sends a value of a cell to the next cell on the
right. Since the right most cell does not have any cell on
the right, it will send its values to the first one, indicated
by the dashed lines in Figure 3. By applying the shuffle
down instruction, we can shift data in the opposite
direction.

4.2 Block size and occupancy

Choosing a good block size is essential for achieving
high performance. The number of threads in the block
should be a multiple of the warp size, which is currently
32. Blocks should contain at least 192 threads to hide

arithmetic latency (Wilt, 2013). One of the keys to good
performance is to keep the multiprocessors on the
device as busy as possible. The occupancy value is the
ratio of the number of active warps per multiprocessor
to the maximum number of possible active warps.
Higher occupancy does not always imply higher perfor-
mance. Above a certain level, additional occupancy
does not improve performance. Factors that determine
occupancy are the number of registers used per thread
and the amount of shared memory used per block.
Excess consumption of these resources limits the num-
ber of blocks and warps per multiprocessor. Low occu-
pancy always interfers with the ability to hide memory
latency, resulting in performance degradation. In our
flux kernel, we use 16 3 16 threads per block. On
devices with compute capability 3.5, each multiproces-
sor is able to schedule 2048 threads simultaneously,
that is, 8 blocks per multiprocessor in our case.
Furthermore, we require 32 registers per thread and,
consequently, 8096 registers per block. Since devices
with compute capability 3.5 have 65,536 registers per
multiprocessor, 8 blocks could be scheduled in a single
multiprocessor. Regarding shared memory, when using
the shuffle instructions, the flux kernel requires 4 tem-
porary floating-point variables, which leads to a total
of 16 3 17 3 4 3 4= 4352 bytes of shared memory per
block (the factor 17 stems from the padding of 1 to
avoid bank conflicts). This means, we can achieve
nearly 100% occupancy as we are limited neither by
shared memory nor by register usage. However, if we
do not use the shuffle instructions, we need 18 tempo-
rary floating-point variables to store in the shared
memory, which results in 16 3 17 3 18 3 4=
19, 584 bytes, and the occupancy drops to 25%.

5. Implementation

We implemented a shallow water simulator as a plug in
node for the Visdom framework (http://visdom.at/).
Visdom is a software framework that integrates simula-
tion, visualization, and analysis to assist decision mak-
ing. The simulator was implemented with C++ and
the NVIDIA CUDA Toolkit 6.5. The framework com-
prises multiple modules responsible for processing vari-
ous tasks. Each module can be a node of a generic data
flow network (Schindler et al., 2013). Nodes can
directly import data or access the results produced by
other nodes. In our case, the bathymetry node loads
and samples the terrain for the shallow water node.
The shallow water node simulates the fluid flow, and
the simulation results are visualized using the OpenGL-
based view node.

Our simulation node comprises several classes and
uses C++ templates on both CPU and GPU sides to
achieve the highest runtime performance. Being sup-
plied with all the inputs, the node computes the

Figure 3. Illustration of the Kepler shuffle up instruction of
width 16, used in the flux kernel of block size 16316. The
shuffle up instruction is applied to a single warp executed on
two rows of a block. We use it to shift data from cell Cj, k to the
next cell Cj+ 1, k.
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required amount of memory needed for the simulation
and allocates the buffers. The simulation parameters
such as the domain and cell size are uploaded to the
constant memory of the GPU, where all kernels can
access them. Our simulator supports dynamic modifica-
tion of the input parameters, for example, to simulate
the effects of barriers that can be placed into the scene.
For the shallow water simulation, we need 11 buffers of
the size of the simulation domain, 2 to hold the bathy-
metry values, 3 + 3 to hold the values of �Uj, k and
�U
�
j, k , and 3 to hold the flux values combined with the

source terms. We need one more floating-point value
per block to hold the maximum speed value of a block.
In addition, smaller buffers are used to provide other
features, but their sizes are insignificant compared to
the domain size. The shallow water node supports
hydrograph-based simulations. A hydrograph is a func-
tion describing the development of local water level and
discharges over time, often used for specifying time-
dependent boundary conditions. The hydrographs are
stored as indices of the affected cells, along with time-
varying data of the water elevations and velocities.

5.1 Domain partitioning

We coarsely decompose the problem into subproblems
that can be solved independently in parallel by blocks
of threads. Each subproblem is then split into finer
pieces that can be solved cooperatively in parallel by all
threads within a block. In case of our flux kernel, each
block contains 16 3 16 threads or cells. The flux kernel
loads data for all cells, but produces fluxes only for the
inner cells (inner block), as shown in Figure 4. The
inner block size is defined by the computational stencil
which is the number of neighboring cells needed to
compute the fluxes at a particular cell. The computa-
tion of the flux for the inner block requires data from
more cells than it contains. Additional cells from adja-
cent inner blocks, called ghost or halo cells, are needed.
Therefore, the outer blocks must be bigger and must
overlap each other. The stencil differs for the KP07
and HWP14 schemes. In case of KP07, the flux kernel
outputs fluxes for the inner 12 3 12 cells. When using
the HWP14 scheme, the inner block is smaller and con-
tains 10 3 10 cells, since it requires one more ghost cell
in every direction.

5.2 Simulation steps

Figure 5 shows the main computation steps of our
simulation process. The computation starts by calculat-
ing the fluxes ffi for all cells in the domain. The time
step ffl is computed next. The maximum speed value in
the domain is used in order to compute the time step
size according to equation (8). After computing the
fluxes and the maximum time step size, the time

integration � follows. In addition, each block contain-
ing wet cells is marked as active. The last of the four
main simulation steps is the application of the bound-
ary conditionsÐ. At this point, the process can exit the
simulation loop if the desired simulation time is
reached. Otherwise, the computation proceeds. If no
hydrograph is supplied to the simulation node and the
sparse computation is disabled, the simulation skips the
steps ð and Þ and jumps to the flux computation ffi
again. However, if the hydrograph input is present, its
properties are computed for the current time step ð.
Another feature of the simulation node is the sparse
block computation, adopted from Sætra (2013).
Initially, all blocks are marked as wet. After evolving
the solution in time, the integration kernel checks
whether there is at least one wet cell in the block and
stores the information in the global memory. If a
hydrograph is supplied and the sparse computation is
enabled, the blocks containing hydrograph cells should
be activated as well. If a block is active, its neighbors
could be flooded in the next time step, thus, all adjacent
blocks are activated, too. Indices of active blocks are
compactedÞ and used by the flux and time integration
kernels to process only wet blocks.

The system can perform the first-order Euler or
second-order Runge-Kutta time integrations. For the

Figure 4. Domain partitioning and the computational stencil of
the flux kernel. (a) Domain decomposition into blocks
processed independently on the GPU. Fluxes are computed for
inner block cells only. The number of ghost cells differs for the
KP07 and HWP14 schemes. (b) Computation stencils for the
pink cells. KP07 requires two cells in each direction, HWP14
needs three. Blue dots are variables at the cell center, that is,
�Uj, k and Bj, k, brown dots are values at the cell interface
midpoints Uj61=2, k and Uj, k61=2, and the bathymetry values
Bj61=2, k61=2 are defined at the green dots. GPU: graphics
processing unit; KP07: Kurganov–Petrova scheme; HWP14:
Horváth–Waser–Perdigão scheme.

Horváth et al. 7

 by guest on February 16, 2016hpc.sagepub.comDownloaded from 

http://hpc.sagepub.com/


second-order accuracy, we make two simulation itera-
tions, whilst for the first-order Euler method, only the
first iteration is needed. The first iteration follows all
computation steps of the simulation loop. The second
iteration requires only three computation steps
(Figure 6).
ffiFlux computation: The flux kernel is computation-

ally the most expensive of our parallel routines. It is
responsible for computing the source terms and the
fluxes over all four interfaces of each cell. We have
identified the six most important steps in the code and
labeled them from (a) to (f) in Figures 7 and 8. Figure 8
provides an overview of the code. Figure 7 illustrates
the role of the register and shared memory spaces of a
block while the kernel is being executed. Our code
design is guided by the principle of achieving a maxi-
mum amount of warp-synchronous computations. On
the GPU, each warp processes 2 3 16 cells, that is, two
rows of a block at once. Due to this, threads of different
columns are able to share data with each other without
any performance loss. In contrast, the communication
between threads across different rows is slower since it
requires explicit warp synchronizations. Whenever pos-
sible, threads should exchange data across columns
only. We suggest a method of data transposition to

layout the required data in x direction before the actual
computations are done.

The kernel starts by allocating in shared memory
four 2-D arrays required to hold the temporary vari-
ables. (a) The conserved variables �Uj, k and the bathy-
metry values at the right cell interface midpoints
Bj, k + 1=2,Bj+ 1=2, k are loaded from global memory into
registers, totaling to five floating-point numbers per
cell. (b) At this stage, we can directly proceed with the
warp-synchronuous computation of the fluxes in x
direction without waiting for thread synchronization,
since all required data have been loaded by the same
warp. The computation exploits multiple shuffle
instructions, factored out into the reusable calcFlux
subroutine (details follow subsequently). (c) Next, we
copy the bathymetry value in y direction and the con-
served variables to the shared memory. Notice, that
they are assigned to the 2-D array element by swapping
the x and y indices associated with the thread (transpo-
sition). Now we have to wait until this process has been
completed by all threads from all warps within the
block. An explicit synchronization barrier assures that
all data are available for computing the flux in y direc-
tion. Then we simply load the data from shared mem-
ory without swapping indices. (d) The stencil for the
y-flux is now arranged in x direction of the block, and
we can reuse our efficient shuffle-based (SB) calcFlux
function. One might argue that the necessary data in y
direction could be loaded from global memory again.
However, this would significantly lower the perfor-
mance, not only because the same values have to be
loaded twice but also due to coalescing rules. Parallel
threads running the same access instruction to consecu-
tive locations in global memory achieve the most effi-
cient memory transfer. Since the data in global memory
is organized row after row in a linear array, the access
in the y direction is not favorable. The flux kernel pro-
ceeds with (e) transposing the computed y-fluxes. This
way, the y-fluxes are now stored at the correct cell

Figure 5. Data flow of the simulation system and steps of the
simulation loop. Green boxes ffi to Ð are the main steps of the
simulation. Boxes ð and Þ are optional. Boxð is activated if
there is a hydrograph attached. BoxÞ is an optional
optimization that skips dry cells.

Figure 6. Simulation steps for the first- and second-order time
integrations.ffi Flux computation,ffl time step reduction, �
time integration, Ð global boundary conditions, ð local
boundary conditions, andÞ sparse computation. In the first
iteration, all computations are active, in the second, some steps
are skipped (desatured circles).
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locations in shared memory. Next, we need to synchro-
nize the threads to ensure that all threads have finished
flux computations. (f) The kernel concludes by loading
these values without swapping indices and combines
them with the x flux and the source terms. The result is
stored as a three-element vector in global memory.

In the calcFlux subroutine, the differences between
KP07 and HWP14 become apparent (Figure 9).
HWP14 exhibits a more elaborate behavior from the
GPU perspective. The relevant code sections are

Figure 7. Overview of the flux kernel code from the perspective of SM and REG spaces of the block. Orange squares show the
memory occupation for the current warp. Shuffle instructions operate on registers only in x dimension. To exploit them for the
computation of the fluxes in both directions, we require data transpositions via the SM. Explicit thread synchronization barriers are
shown in purple. SM: shared memory; REG: register.

Figure 8. Overview of the flux kernel code.

Figure 9. Subroutine calcFlux to evaluate the flux in any
direction. The function assumes that the stencil is organized in x
direction, no matter if invoked for the computation of the y-flux.
HWP14 requires additional work for the correct treatment of
partially flooded cells (red parts).
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marked in red. HWP14 has to detect the partially
flooded cells and treat them differently according to a
set of rules. This results in a more complex branching
pattern that slows down the process. For the computa-
tion of the point values at the cell interfaces (Figure
1(d)), the subroutine acquires all the necessary data
from the neighboring cells through shuffling the input
values by one index, and in case of HWP14, also by
two indices. In KP07, point values are reconstructed in
the same way at all cells. HWP14 makes a distinction
between partially flooded cells and fully wet cells.
Moreover, the treatment of the partially flooded cells
depends on the local bathymetry steepness and the
amount of water contained in the neighboring cells.
Consequently, the execution path divergence is greatly
influenced by the current simulation status. There are
multiple if-else blocks where we cannot guarantee that
half-warps take the same execution path. This breaks
the parallel execution of the warp and introduces some
overhead compared to KP07. After the reconstruction
of all point values, the subroutine proceeds with com-
puting the flux at the right cell interface (Figure 1(e)).
Here, the two schemes exhibit slight differences which
are not crucial from the implementation point of view.
The subroutine continues by acquiring the flux at the
left interface through shuffling. The use of the shuffle
instruction avoids to compute the same flux twice, first
time for cell Ci, j and second time for cell Ci+ 1, k .
Finally, the fluxes at both interfaces are used to evalu-
ate the flux at the current cell according to the central-
upwind flux function.

As a side effect, the flux kernel evaluates the maxi-
mum speed value inside a block. This value is later
needed to compute the time step size for the time inte-
gration. Our calculation of the maximum speed value is
based on the commonly used butterfly-reduction pat-
tern. We exploit the exclusive-or shuffle instructions to
accelerate this process.
fflThe time step reduction: The time step reduction ker-

nel is responsible for finding the highest speed value within
the whole domain. Based on the values obtained for each
block, this kernel employs a similar butterfly reduction to
evaluate the maximum speed value for the entire grid. The
maximum allowed time step size is then calculated accord-
ing to the CFL condition in equation (8).
�The time integration: The time integration kernel

advances the solution in time and performs one substep
of the Runge-Kutta integrator. Since the kernel does
not require any ghost cells, its block size has the same
dimensions as the inner block of the flux kernel. The
kernel starts by reading the conserved variables �Uj, k ,
the average bathymetry value Bj, k at the cell center, and
the combined fluxes RF +G

�Uð Þj, k . After this, the solu-
tion advances in time. In addition, one has to ensure

that no negative water heights are produced due to
floating-point round-off errors.
ÐOur global boundary condition: Our global bound-

ary condition kernel implements four types of bound-
ary conditions using global ghost cells. The supported
types are reflective or wall boundaries, inlet discharge,
free outlet, and fixed water elevation. To implement
these boundaries, we have to manually set both the cell
averages and the reconstructed point values at the cell
interface midpoints. Similar to Brodtkorb et al. (2012),
we exploit the property of the minmod limiter. We
recall that the minmod limiter uses the forward, cen-
tral, and backward difference approximations to the
derivative and always selects the least steep slope, or 0
if any of them have opposite signs. We are allowed to
set the reconstructed point values to arbitrary values as
long as we ensure that the least steep slope is 0. To ful-
fill this condition, we need two ghost cells in each direc-
tion at the boundaries of the domain. Global ghost
cells are updated at every step and thus they do not
need any special treatment different from the handling
of the interior cells.

The wall boundary condition is implemented by mir-
roring the last two interior cells at the boundary and
changing the sign of the velocity component perpendi-
cular to the boundary. The input discharge and fixed
water elevations are implemented similarly. For the for-
mer, we set a fixed discharge value, whereas for the lat-
ter, a fixed water elevation. The free outlet is
implemented by copying the values of the cell averages
of the last interior cell to the two ghost cells.
ðLocal boundary conditions: Inside the domain, we

support local boundary conditions to simulate phe-
nomena such as river flow or sewer overflow scenarios.
A hydrograph, describing a local water level and dis-
charge over time, can be attached to multiple cells to
impose time-varying inlet boundaries. At every time
step, we compute the water level and velocity vectors
for each affected cell by interpolating the hydrograph
function values.
ÞSpare computation: The sparse computation is

used to exclude blocks that do not contain water. The
time integration kernel marks the active blocks that
contain wet cells or have cells with nonzero discharges.
After this, we compact the indices of the active blocks.
On the next iteration, these indices are loaded by the
flux and integration kernels to find the offsets of the
active blocks. If the sparse block computation is
enabled, we have to activate blocks that contain hydro-
graph cells, since the hydrograph water depths could
start at 0 and increase later during the simulation.
Therefore, it is necessary to track whether the
hydrograph cells become active. If they become inactive
again, they will be excluded from the computation.
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6. Evaluation

In this section, we provide a performance analysis of
our latest, SB implementations of HWP14 and KP07
compared to previous, shared memory-only (SMO) ver-
sions. The comparison is done using real-world scenar-
ios. Our benchmarks run on a desktop PC equipped
with a 3.4 GHz quad core Intel Xeon CPU and 16 GB
RAM. We use an NVIDIA GeForce Titan graphics
card which has 6 GB GDDR5 memory. GPU sources
are compiled with CUDA version 6.5 using the compi-
ler flags shown in Table 1.

6.1 Validation: Malpasset Dam break

Before testing the simulation speed, we evaluate the cor-
rectness of our new solver using the well-known histori-
cal Malpasset Dam break event. Our validation is
based on the data set available from the TELEMAC
samples (http://www.opentelemac.org/). The original
data set consists of 104,000 unstructured points. The
corresponding simulation grid contains 1149 3 612

cells, each cell of the size of 15 3 15 m. We set the desin-
gularization constant e= 0:40 m and use two Manning
coefficients n= 0:025 m1=3


s, and n= 0:033 m1=3


s.

We use CFL = 0.25 in all our simulations and simulate
the first 4000 s after the actual breach.

We employ the outcome of laboratory experiments
on a 1:400 scale model to verify the correctness of our
numerical results. In these experiments, researchers
have recorded wave front arrival times (Frazao et al.,
1999) and maximum water elevations (Hervouet and
Petitjean, 1999) at 14 wave gauge locations (S1–S14).
Our verification uses only locations S6–S14, since no
data are available for the other gauge locations.
Figure 10 displays the measurement points and the
water extent after 4000 s of simulated model time.

Figures 11 and 12 show our simulation results com-
pared to the physical data acquired by the laboratory
model. Overall, there is good agreement with the mea-
surements. Small discrepancies between the scale model
and the numerical results were also reported by others
(Brodtkorb et al., 2012; George, 2011; Hou et al.,
2014), and our results are consistent with these. We
simulated two different roughness values for the terrain
and compared the maximum water elevations and wave

Table 1. NVCC flags used to compile CUDA source files.

-arch=sm_35 NVIDIA GPU architecture to generate
-maxrregcount=32 Maximum amount of registers per thread
-ftz=true Flush denormals to 0
-fmad=true Force fused multiply–add operations
-prec-div=false Faster, but less accurate division
-prec-sqrt=false Faster, but less accurate square root
-Xptxas -dlcm=ca Increases the L1 cache to 48 KB

Figure 10. Simulated dam break of Malpasset. The water
extent at the time step 4000 s is shown (blue). The simulation
results are verified with the experimental data obtained from
laboratory models at the displayed locations (green labels).

Figure 11. Verification of the maximum water elevations
during the Malpasset Dam break event at nine gauge locations
(S6–S14) for two roughness values (0.025 and 0.033).

Figure 12. Verification of the wave arrival times during the
Malpasset Dam break event at nine gauge locations (S6–S14) for
two roughness values (0.025 and 0.033).
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arrival times. The roughness value 0.025 is associated
with gravelly earth channels, and the roughness value
0.033 corresponds to weedy, stony earth channels and
floodplains with pasture and farmland. The higher the
roughness value, the slower the flow velocity, which
causes the water level to increase for the same dis-
charge. This effect is visible in Figure 11, where the ele-
vation values are slightly increased when using the
higher roughness value. The wave arrival times are
more affected by the roughness value than the water
elevations. A higher roughness value results in slower
wave propagation. We note that, with a uniform rough-
ness value across the whole domain, we can approxi-
mate the real-world process to a certain extent only.
Usually, the roughness values vary spatially across the
domain.

Performance measurements

To evaluate the performance of the implemented sol-
vers, we first examine the number of gigacells that can
be processed per second. This quantity is computed by
counting the number of wet cells that have been pro-
cessed in one second of computational time. Thus, the
quantity is independent of the actual number of time
steps needed and provides a measure for the kernel per-
formance. Figure 13 shows how the performance
decreases over time as the water spreads through the
domain and the number of dry blocks decreases. The
dashed lines show the percentage of the dry cells during
the simulation. The HWP14 solver has smaller blocks,
hence, it needs more blocks than the KP07 solver to
cover the same domain. This explains the difference in

the percentage of dry cells in the graph. One can notice
that, due to simpler computations, the KP07 solver can
process more cells per second than the HWP14 solver.
Later in the text, we will show that the KP07 solver has
to process much more cells for real-world scenario
modeling, since it requires more time steps to simulate
the same duration in long simulation runs. In the end,
this fact makes the HWP14 solver significantly more
efficient.

Figure 14 displays the absolute GPU runtime of the
solvers required to simulate the first 4000 s of the
Malpasset Dam break event. While the previous SMO
implementation of the HWP14 scheme is obviously
slower, the new SB approach for HWP14 exhibits clear
improvements. Its running times are similar to those of
the KP07 implementations. Even though the newly
implemented SB solver for KP07 completes the 4000 s
simulation slightly faster, the situation changes in real-
world scenarios, where hours or days of flooding have
to be simulated. The difference becomes dramatic when
ensembles of such scenarios are used for uncertainty
treatment.

In Figure 14, we see that the computation times for
the two KP07 solvers are only slightly different, while
there is a significant difference for the HWP14 solvers.
For the KP07 (SB) solver, we cannot further improve
the GPU utilization by reducing the shared memory
footprint, since we are already limited by the number
of registers per block, that is, the GPU cannot launch
more blocks on a multiprocessor. However, the
HWP14 (SMO) solver requires more shared memory
than KP07 (SMO), and more synchronization barriers,
which are responsible for the performance loss. The use
of the shuffle instructions (SB) avoids the need for
some of the synchronization barriers, since threads in
the same warp are always executed in a synchronous

Figure 13. Estimated solver performance, measured in
gigacells/s, for the Malpasset Dam break scenario (solid lines).
The dashed lines show the percentage of dry blocks within the
simulation domain, which is different for KP07 and HWP14.
KP07: Kurganov–Petrova scheme; HWP14: Horváth–Waser–
Perdigão scheme.

Figure 14. Overall GPU runtime of the implemented solvers
for the simulation of 4000 s of the Malpasset Dam break event,
including the time distribution over five phases of a single
computation iteration. GPU: graphics processing unit.
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way. Moreover, this leads to a reduced shared memory
footprint, thus to improve GPU utilization and a high
performance gain.

Figures 15 and 16 show the computation time and
the average number of time step per second for the first
10,000 s of the Malpasset Dam break event. In Figure
15, we see that the KP07 solver is faster for the first
5600 s. However, over time, it has to perform more
and more time steps (Figure 16). Thus, it requires more
computation time than HWP14 as the simulation
progresses.

We now show that for real-world simulations, our
SB implementation of HWP14 outperforms KP07,
since it actually requires considerably fewer time steps
to solve the same problem. As a test case, we use the
overtopping of mobile flood protection walls in

Cologne, Germany (Figure 17(b)). Such overtopping
happens when the water in the Rhine river raises above
the level of 11.9 m, marked with a red line in Figure
17(a). A standard way to use uncertain overtopping
predictions for action planning is to simulate ensembles
of overtopping events. In our test case, we simulate an
ensemble of 10 overtopping events corresponding to
water levels from 11.95 m to 12.95 m, displayed by a
set of hydrographs in Figure 17(a). The simulation
domain of approximately 3:1 3 7:5 km is shown in
Figure 17(c). The corresponding grid contained
approximately 2.6 million cells of 3 3 3 m. For each
ensemble member, we decided to simulate only the first
2 h of overtopping, since the KP07 solver was too slow.
In Figure 17(b) and (c), the expected building damage
and water depths, aggregated over the whole ensemble,
are displayed with colors. Figure 18(a) shows the com-
putation runtimes for each simulated scenario. These
are measured for the SMO and SB implementations of
the KP07 and HWP14 schemes. Clearly, the SB imple-
mentation of HWP14 exhibits the best performance,
closely followed by the SMO implementation of the
same scheme. Both implementations of KP07 turn out
to be considerably slower. This is due to high velocities
eventually generated at dry/wet boundaries and, conse-
quently, smaller time steps sizes. In turn, a larger num-
ber of smaller time steps imply more computation
effort to advance the simulation up to the required
model time. This computation overhead multiplies with
the size of the ensemble. For illustration, we compare
the number of time steps required by both schemes to
simulate every scenario (Figure 18(b)). Note that the
number of time steps depends solely on the scheme and
not on the implementation (SB or SMO), hence two
groups of bar charts instead of four. As one can see in
Figure 18(b), there is a large, sometimes up to an order
of magnitude, difference between the numbers of time
steps required by the two schemes, which proves our
assertion.

To sum up, we discuss the main factors responsible
for the differences in the number of time steps between
the presented case studies. The first factor is the flow
velocity. In case of the Malpasset Dam break, the flow
velocity is very high due to the high water level at the
dam. At the beginning of the simulation, the error in
the velocities along the dry/wet boundaries is negligible
compared to the high flow velocity in the middle of the
stream. As time advances, the reservoir is draining and
the flow velocity decreases. This allows for a smaller
number of time steps (see the first 1000 s in Figure 16).
However, for KP07, the error is growing along the
boundaries, causing an increase in the number of time
steps again. In the Cologne case, the water depth is
very shallow with low flow velocities, which means that
the effects of the error accumulation along the dry/wet
boundaries occurs sooner. The second factor is the

Figure 15. Computation time of the two shuffle-based solvers
for the simulation of 10,000 s of the Malpasset Dam break
event. The red dot shows the intersection of the simulated and
the computation time of the solvers.

Figure 16. Average number of time steps/s required by the
two shuffle-based solvers for the simulation of 10,000 seconds
of the Malpasset Dam break event.
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resolution of the bathymetry. It is 3 3 3 m in Cologne,
which is 53 higher than in the Malpasset case, where
we use a cell size of 15 3 15 m. This increases the rate
of the accumulation of the error, since the computation
of the time step size depends not only on the maximum
velocity but also on the grid resolution as in
equation (8).

7. Conclusion

In recent years, a lot of effort has been made toward
efficient GPU-based solvers for SWEs on Cartesian
grids. However, their application to real-world scenar-
ios is often plagued with significant slowdowns. This
happens due to spurious high velocities generated by
the corresponding numerical schemes at dry/wet
boundaries. These high velocities sometimes lead to
time steps so small that the simulation barely advances
in time. Such slowdowns are unacceptable for real-
world decision making in flood management, where
large ensembles of flood scenarios have to be simulated
to handle the prediction uncertainty. Keeping this
problem in mind, we developed the HWP14 scheme
(Horváth et al., 2014) that stabilizes the velocities and
increases the time step size but requires a more complex
algorithm. It should also be noted that, even in shorter
run times where KP07 outperforms HWP14 in runtime
efficiency, the HWP14 scheme has a crucial advantage
over KP07: it produces simulations that are more phy-
sically consistent. For instance, it avoids the buildup of
unrealistically high velocities close to boundaries,
which actually ends up contributing to the loss of effi-
ciency of KP07 for longer runs.

Figure 17. Uncertainty-aware prediction of mobile flood protection wall overtopping in Cologne. (a) Input hydrographs forming an
ensemble of 10 different scenarios with varying peak levels. (b, c) Visualization of ensemble results. Buildings are colored according
to the expected damage. The terrain is colored according to the average water depth.

Figure 18. Runtimes and number of time steps for the first 2 h
of model time for each overtopping scenario of the simulated
ensemble for Cologne.

14 The International Journal of High Performance Computing Applications

 by guest on February 16, 2016hpc.sagepub.comDownloaded from 

http://hpc.sagepub.com/


In this article, we present a novel GPU-based imple-
mentation that fully reveals the potential of the HWP14
scheme. The implementation is optimized for the
Kepler GPU architecture. In order to achieve high utili-
zation, we exploit the capabilities of the shuffle instruc-
tions. Due to their warp-synchronous nature, we can
share data between the threads and thus avoid explicit
synchronizations. However, we have to reorganize data
using the shared memory to be able to use them for the
second dimension efficiently. As demonstrated by the
evaluation, our SB implementation of HWP14 outper-
forms the existing alternatives significantly when
applied to real-world scenarios. This allows for the use
of the presented GPU solver for real-world decision
making, where, for instance, imminent floods can be
modeled and analyzed in time-critical situations.
Moreover, it can be efficiently used for planning pur-
poses where a large number of scenarios need to be
explored prior to any flood events.

Nevertheless, open questions remain, motivating fur-
ther improvements. Reconstruction cases in the pre-
sented solver lead to a conditional branch divergence in
the code. To avoid performance loss, these need to be
carefully optimized. Furthermore, with the new Thrust
library version 1.8, which will support CUDA streams,
we will be able to increase the GPU utilization. This
will further reduce the overall simulation time. Another
interesting direction for future work is to provide the
solver with the support for adaptive grids for handling
even larger simulation domains.
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